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EpmyxanoBa H.b., Tamxapsikos I1.A., KepumOGekosa 3.M.

OneHKa TEXHOTeHHOT0 BO3/1eiiCTBHS PA/IHOHYKJIMAO0B HAa MOYBY He()Tera3oBbIX MeCTOPOKIEHMI

Pe3tome. PaccmaTpuBaroTcst mpo0ieMbl 3arpsi3HEHHS MOYB PaJUOHYKIHAAMH, TaKHe Kak MpoOiieMa OYMCTKU U
Jiera3anyy MOYBEHHOTO 3arps3HEHMs M PaHee UCTIONb30BaHHBIX TEXHOJOIMYECKUX TpyOorpoBo1oB. Ha HeTAHBIX U ra-
30BBIX MECTOPOXKACHUAX 3aTrPSI3HUTEINSIMU HOUBBI € PAAUOHYKIMIAME SBISIOTCS XUMHYECKHE PEareHTbl, OypoBbIe pac-
TBOPEI, OypOBEIe M HEPTIAHBIEC IITAMEI, ChIpas He(Th U 3arps3HeHHas He(ThIO mouBa. OCHOBHBIMHE J103000pa3yONIIMH
paJHOaKTHBHBIMU HCTOYHUKAMHE B II0YBAX, 3arPA3HEHHBIX HEQTIHBIMH OTXOJaMHU, SIBJLIFOTCS PaueBhIe, TOPUEBBIC U pa-
JOHOBBIE H30TONBI. Hakume ycTapesiero o60pyI0BaHUsS COCTOMT B OCHOBHOM M3 COJICH PalMOaKTUBHBIX H30TOIMOB. DTH
COJIM B TI0YBE YCHIIMBAIOT TEXHOTCHHBII 3 eKT. PagnoakTHBHEIC HCTOYHUKH B 3arPSA3HEHHBIX MOYBAaX B KPYMHEHIINX
HedTenoOpBaromMX 30HaX Ka3axcTaHa BBI3BaIM YXYALICHHE COCTOSHUS OKpYXKatome cpeasl. [1o0aToMy ocCHOBHOI# mpo-
6HeMOﬁ ABJIAACTCA MPEKAC BCEIO OYMCTKA IMOYBLI OT PAJUOHYKIIUAOB U, BO-BTOPLIX, YIYYIICHUEC MCTOJAO0B JAC3aKTUBAIIUN
paHee UCMOJIb30BAaHHBIX TEXHOJIOTHYSCKHX TPYOorpoBooB C 3TOM IebI0 ObLUT IPOBEICH U MPOAHATU3UPOBAH MOHHUTO-
PHHT 3arpsi3HEHUS TI0YB B MeCTOpoxkaeHne KyMKob.

KaioueBble ciioBa. 3arps3HEHUE TOYB PAIMOHYKIIUIAMH, XUMHUUECKHE PEareHThl, 0ypOBbIE PacTBOPBI, IITACTOBbIE
BOJIbI, H30TOIIBI PaJnii, TOPUIl U PAJIOH, OCAJOYHBIX OTIOKCHHUN B TEXHOJIOTUICCKOM 000PYI0BaHHH.

Ermukhanova N.B., Tanzharykov P.A., Kerimbekova Z.M.

Assessment of the technogenic impact of radionuclides on the soil of oil and gas deposits

Summary. The article deals with the problems of soil contamination with radionuclides, such as the problem of
cleaning and degassing of soil pollution and previously used technological pipelines. In oil and gas fields, soil pollutants
with radionuclides are chemical reagents, drilling fluids, drilling and oil sludge, crude oil and oil-contaminated soil. The
main dose-generating radioactive sources in soils contaminated with oil waste are radium, thorium and radon isotopes.
The scale of obsolete equipment consists mainly of salts of radioactive isotopes. These salts in the soil enhance the tech-
nogenic effect. Radioactive sources in contaminated soils in the largest oil-producing areas of Kazakhstan have caused
environmental degradation. Therefore, the main problem is first of all cleaning the soil from radionuclides and, secondly,
improving the methods of decontamination of previously used technological pipelines for this purpose, monitoring of soil
contamination in the Kumkol field was carried out and analyzed.

Key words: soil contamination with radionuclides, chemical reagents, drilling muds, formation water, isotopes
of radium, thorium and radon, sediment in technological equipment.
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D.K. Darkenbayev
(Faculty of Information Technology, Al-Farabi Kazakh National University, Almaty, Kazakhstan
e-mail: dauren.kadyrovich@gmail.com)

NUMERICAL SOLUTION OF THE REGGRESSION MODEL FOR ANALYSIS AND
PROCESSING OF BIG DATA

Abstract: In this article, numerical methods for solving the regression model for processing large amounts of data
are considered. Due to the increase in the population on the globe, the world data volume is more than doubled every two
years. There were great difficulties in data processing and storage. One of the most important problems today is the
processing of large amounts of data, data security and rapid analysis, as well as the determination of their structure,
monitoring of growth rates and speed of processing. The article presents a regression analysis of external factors affecting
the growth of the data volume, a numerical solution of the regression model for processing large amounts of data. | found
the regression coefficient, the free term and the coefficient of determination of this problem using the method of least
squares. Defined the direction of the data and plotted the function. | was convinced that the method of least squares is the
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most optimal and effective method for analyzing and constructing a regression model. Accordingly, these methods are a
reliable statistical tool for testing and evaluating linear relationships.

Key words: Model, regression analysis, data, information, processing, function, variables, characteristics of rela-
tionships.

Introduction

Currently, many companies compete with each other by increasing the volume of processing big data,
as the consumers of their software grow every year. This leads to the fact that software development companies
must improve the processing of big data. Today the processing of large data and ensuring the safety and storage
of them in a safe place is very important for everyone, the solution of such a task must be fast and reliable [1].
Usually big data sets are a process of continuous accumulation of various types of unstructured data. It
describes a set of data that exponentially grows, which are big, rough and unstructured for analysis by relational
database methods. Terabytes or petabytes - the exact amount is not as important as understanding where the
data ends and how they can be used. The information value of big data sets, examples of tasks that can be
solved by analyzing big data streams:

» predict the amount of data, conduct regression analysis, improve the work of technical support services,
websites and traffic;

* development of predictive models

* detection of fraud in real time

* Risk analysis

* construction of situational premises;

* interactive analytical processing, etc.

Regression analysis is one example that includes methods and analyzes of processing big amounts
of data. This problem is solved by using an adequate regression model using the existing and new technology
algorithms. The regression model is an equation in which the variable explained is represented as a function
of the explanatory variables. For example, the model of demand for some goods, depending on its price and
the income of buyers. By the form of the function, linear and nonlinear regression models are distinguished.
The methods of evaluation and analysis of linear regression models are most often studied in detail and in the
econometric analysis[2,3].

The regression equation
The main goal of the regression analysis is to determine the relationship between some characteristic Y

of the observed phenomenon or object and the variables X, X,, X, which determine, explain the changes in

Y . The variable Y is called the dependent variable (response), the variables X,, X,, X, are called factors

(regressors). The establishment of the form of dependence, the selection of the regression model (equations)
and the evaluation of its parameters are the tasks of regression analysis[4].

Regression analysis studies models of the form Y =@(X)+¢&, where Y is the resultant characteristic

(response, random dependent variable); X - factor (nonrandom non-dependent variable); ¢ is a random var-
iable characterizing the deviation of factor X from the regression line (residual variable). The regression
equation is written as: y, = @(X, by, b;,..b,) , where X isthe value of X ; 'y, =M, (Y), by, b, ....,b, are the

parameters of the regression function ¢ . Thus, the problem of regression analysis consists in determining the

function and its parameters and the subsequent statistical study of the equation. Depending on the type of the
chosen equation, linear and nonlinear regression are distinguished (in the latter case, further refinement is
possible: quadratic, exponential, logarithmic, etc.). Depending on the number of interrelated characteristics,
pair and multiple regression are distinguished. If the relationship between the two characteristics (result and
factor) is studied, then the regression is called a pair if there are multiple (multifactorial) regressions between
three or more signs.
At the first stage of the regression analysis, the observational data or the experiment is represented
graphically.
The dependence between the variables X and Y is represented by points on the coordinate plane
(X, y) and connect them by a broken line. This broken line is called the empirical line of Y regression by X

. By the form of the empirical regression line, the assumption is made about the form (form) of the dependence
of the variable Y ot X . In this case it is logical to assume a linear dependence. If the form of the function ¢
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in the regression equation is chosen, then the least-squares (OLS) method is used to estimate the unknown
parameters by,b,..., bp. According to the method, the unknown parameters of the function are chosen so that

the sum of the squares of the deviations of the experimental (empirical) values of Y; from their calculated
(theoretical) values is minimal, i.e.

S= Z(yiexp - yip)2 = Z(yiexp —(P(Xi ,bo,bl,,.,bp))2 — min
i=1 i=1

where y,” is the value calculated from the regression equation; y, — y.” = & - deviation (error, balance);

N is the number of pairs of source data[5].
Pairwise linear regression model
Let's consider a pair linear regression model of the interrelation of two variables, for which the regres-

sion function @(X) is linear. We denote by Y(X) the conditional mean of Y in the general population for a
fixed value of X with the variable X . Then the regression equation will have the form:
y, =ax+b, where ais the regression coefficient (linear slope of the linear regression line). The regres-

sion coefficient shows how many variables on average Y varies with the change in the variable X by one
unit. With the help of the least squares method, formulas are obtained for calculating the parameters of linear
regression:

Table 1. Formulas for calculating linear regression parameters

Free member b The regression coefficient Coefficient of
a determination
b Y X XXy Qo Xy .2 -y)?
x* = (x)* X2 —(X)° >y -y
Testing the hypothesis of the significance of the regression equation
.p2 .p2
H,:R?=0 H,:R*>0 o R® n-p-1
obs 1_ Rz p
Fo(oKiK,), ki =p, K, =n—p—=1  Annex 7 (for linear regression p=1)

The direction of communication between variables is determined based on the sign of the regression
coefficient. If the sign with a regression coefficient is positive, the relationship between the dependent variable
and the independent variable will be positive. If the sign for the coefficient of regression is negative, the rela-
tionship between the dependent variable and the independent variable is negative (inverse)[6].

1

X

Figure 1 - The concept of deviation (linear regression)
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Figure 2 - Graphical interpretation of the determination coefficient
(linear regression)

To analyze the overall quality of the regression equation, the determination coefficient R, , also called
the square of the multiple correlation coefficient, is used. The coefficient of determination (measure of cer-
tainty) is always within the interval [0;1]. If the value of R, is close to one, this means that the model con-
structed explains almost all the variability of the corresponding variables. Conversely, the R, value is close
to zero, which means poor quality of the constructed model. The coefficient of determination R, shows, by

how many percentages (R?)-100%, the regression function found describes the relationship between the
initial values of Y and X . Fig. 3 shows (Y, —Y)— the variation explained by the regression model and

(y, —y) is the total variation. Accordingly, the quantity (1—R?)-100% shows how many percent of the
variation of the parameter Y are due to factors not included in the regression model. With a high value of the
determination coefficient R? >75%;, we can make a prediction Y~ = f(x") for a particular value of X"
within the range of the original data. For forecasts of values that are not within the range of the initial data, the
validity of the obtained model can not be guaranteed. This is due to the fact that the influence of new factors
that the model does not take into account may appear. The significance of the regression equation is estimated
using the Fisher criterion (see Table 1). Under the condition that the null hypothesis is valid, the criterion has
a Fisher distribution with the number of degrees of freedom k; = p, k, =n— p—1 (for paired linear regression

p =1). If the null hypothesis deviates, then the regression equation is considered statistically significant. If

the null hypothesis does not deviate, then the statistical insignificance or unreliability of the regression equation
is recognized[7].

Formulation of the problem.

In the mechanical shop, the structure of the cost of production and the share of purchased components
are analyzed. It was noted that the cost of components depends on the time of their delivery. As the most
important factor affecting the delivery time, the distance traveled is selected. Regression analysis of supply
data:

Distance, miles 35 |24 |49 |42 |30 |13 |10 |30 |15 41
Time, min 16 13 19 18 12 11 8 14 9 16

For regression analysis:

1. to plot the initial data, to approximately determine the nature of the dependence;

2. Select the form of the regression function and determine the numerical coefficients of the model by
the method of least squares and the direction of the connection;

3. Evaluate the strength of regression dependence using the coefficient of determination;
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4. Evaluate the significance of the regression equation;
5. Make a forecast (or a conclusion about the impossibility of forecasting) according to the adopted
model for a distance of 2 miles.

1. The constructed points are not exactly on the line: apart from the distance at the time of delivery,
traffic jams, time of day, road works, weather, driver's qualification, mode of transport influence. But these
points are collected along a straight line, so we can assume a linear positive relationship between the parame-
ters.

2. Let us calculate the sums necessary for calculating the coefficients of the linear regression equation

and the determination coefficient R, :

: X Yi xf XiYi v O - ?)2 i = ¥)?
35 | 16 1225 | 56,00 1522 2,63 5,76

2 124 |13 576 | 31,20 12,30 1,70 0,36

3 149 |19 2401 | 93,10 18,95 28,59 29,16

4 142 |18 1764 | 75,60 17,09 12,15 19,36

5 130 |12 9,00 | 36,00 13,89 0,08 2,56

6 113 |11 160 | 14,30 9,37 17,88 6,76

T 110 | 8 1,00 | 8,00 8,57 2527 31,36

8 130 |14 9,00 | 42,00 13,89 0,09 0,16

9 115 | 9 225 | 1350 9,90 13,67 21,16

10141 | 16 16,81 | 65,60 16,82 10,36 5,76

T | 289 | 136 99,41 | 435,30 - 112,42 122,40

rEDIULIPY D . P 136-9941-289.4383 o 4353-289136 ¢
n n 0,941— 2,89 0,941 2,89

The desired regression dependence has the form: y* =2,66x +5,91. We determine the direction of the

relationship between the variables: the sign of the regression coefficient is positive, therefore, the connection
is also positive, which is confirmed by the graphical assumption[8].

N .. 112,41 . .
3. Let's calculate the determination coefficient: R? = ===_"— = or 92%. Thus, the linear model explains

92% of the variation in the delivery time, which means the correct choice of the factor (distance). 8% of the
time variation is not explained, which is due to other factors affecting the delivery time, but not included in
the linear regression model.

4. Let's check the significance of the regression equation:

2 — —
= _ 092° 10-1 1=44,1

observatims 1_ 0,922 ’ 1
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As F

observatims
cally significant.
5. Solve the problem of forecasting. Since the determination coefficient R, has a sufficiently high value

and the distance of 2 miles for which it is necessary to make a prediction is within the range of the initial data,
it is possible to make the prediction:

y (x=2miles) =2,66-2+5913=11,2 min.

—441>F

curve

(0,05;1,10—1-1) =5,32 - regression equation (linear model) is statisti-

Regression analysis is conveniently carried out using the capabilities of various mathematical programs.
The "Regression" mode of operation serves for calculating the parameters of the linear regression equation and
checking its adequacy for the process under study. In the dialog box, you need to fill in the following param-
eters:
e The input interval Y is a range of data by the resultant characteristic, it must consist of one column.
e The input interval X is the range of cells containing the values of factors (independent variables).
Number of input ranges (columns) <16.
e A check mark is set if the first line of the range contains a heading.
o The Reliability level checkbox is activated if you enter a reliability level in the field next to it, which
is different from the default level 95%.
The constant is zero. This check box must be set if the regression line passes through the origin (b =0).

e A check box in the Residual and Residuals group is set if you want to include the corresponding
columns or graphs in the output range.

Conclusion of the results

Regression statistics
Multiple R 0,958275757
R-square 0,918292427
The normalized R-square 0,90807898
Standard error 1,11809028
Observations 10
Coefficients Standard error t-statistics P-Value

Y-crossing  5,913462144  0,884389599 6,686489927  0,00015485
Variable X 2.65970168 0,280497238 9,482095791 1,26072E-05

Consider the results of the regression analysis presented in the table. The value of the R -square, also called
a measure of certainty, characterizes the quality of the regression line obtained. This quality is expressed by the
degree of correspondence between the initial data and the regression model (calculated data). In our example, the

measure of certainty is 0,91829, which indicates a very good fit of the regression line to the original data and
coincides with the coefficient of determination R, , calculated by the formula. Multiple R - coefficient of multiple

correlation R - expresses the degree of dependence of the independent variables X and the dependent variable Y
and is equal to the square root of the determination coefficient. In a simple linear regression analysis, the multiple

coefficient R is equal to the linear correlation coefficient (r =0,958). Coefficients of the linear model: the Y -
intersection derives the value of the free term b , and the variable X, - the regression coefficient a. Then the linear
regression equation: Y = 2,659x +5,9135 (which agrees well with the calculation results). Next, we check the

significance of the regression coefficients: @ and b . Comparing the values of the columns coefficients and standard
error in the table in pairs, we see that the absolute values of the coefficients are greater than their standard errors. In
addition, these coefficients are significant, which can be judged from the values of the P -value, which are less than
a given level of significance o =0,05[9].
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Figure 3. Initial data and regression line

Observation Predicted Y Remains Standard errors
1 15,22241803 0,777581975 0,737641894
2 12,29674618 0,703253823 0,667131568
3 18,94600038 0,053999622 0,051225961
4 17,0842092 0,915790799 0,868751695
5 13,89256718 -1,892567185 -1,795356486
6 9,371074328 1,628925672 1,545256778
7 8,573163824 -0,573163824 -0,543723571
8 13,89256718 0,107432815 0,101914586
9 9,903014664 -0,903014664 -0,8566318

10 16,81823903 -0,818239033 -0,776210624

The table shows the results of the withdrawal of residuals. With this part of the report, we can see the
deviations of each point from the constructed regression line. The greatest absolute value of the remainder in

this case is 1,89256 , the smallest is 0,055399. For better interpretation of these data, a plot of the initial data

and a constructed regression line are constructed. As can be seen from the construction, the regression line is
well "adjusted" to the values of the initial data, and the deviations are random[10].

Conclusion

The creation of a regression model is an iterative process. This process is aimed at finding effective
independent variables, to explain the dependent variables that we are trying to model or understand by starting
a regression tool to determine which quantities are effective predictors. Then, step-by-step delete or add vari-
ables until you will not find the best fitting regression model. As the process of creating a model is often
research, it should never become a simple "fit" of data. Building process the regression model should take into
account theoretical aspects, opinion of experts in this field and common sense.

REFERENCES
[1] D.Caire, R.Kossmann. Credit scoring: Is It Right for Your Bank?, Bannock Consulting, 2003;

[2] C.Ong, J.Huang, G.Tzeng, Building credit scoring models using genetic programming, Expert Systems with
Applications 29, 2005-41-47p.

[3] K.Nurlybayeva,G.Balakayeva.
ences,Vol.7,n0.12,2013-571-586p.

[4] G.A Timofeeva, A.V.Martynenko. Ekonometrika.- E.: UrGUPS, 2016 —

[5] 9-12p.

[6] Glen J.Myatt. Making Sense of Data. A Practical Guide to Exploratory Data Analysis and Data Mining. Pub-
lished by John Wiley & Sons, Inc.Hoboken, New Jersey,2007 — 162-164p.

[7] John O.Rawlings, Sastry G.Pantula,David A.Dickey. Applied Regression Analysis: A research Tool,Second
Edition.Springer Verlag,NewYork, Berlin,Heidelberg SPIN 10660129.1998-24-25p.

Algorithmic Scoring Models,Applied Mathematical Sci-

138 N6 2018 BecTnuxk KasHHTY



e TexHMKAJLIK FLLIALIMIAP

[8] Daniel Zelterman. Applied Linear Models with SAS. Published in the USA by Cambridge University Press,
New York. 2010-62-64p.

[9] 8.Rao V.Dukkipati Numerical Methods. Copyright 2010, New Age IntKinect for Windows SDK,
https://msdn.microsoft.com/en-us/library/hh855347.aspx (date of review: 10.03.2015).

[10] Steven C.Chapra. Second Edition Applied Numerical Methods with Matlab for Engineers and Scientists.
Published by McGraw-Hill, a business unit of The McGraw-Hill Companies, Inc., 1221 Avenue of the Americas, New
York, NY 10020. Copyright © 2012 by The McGraw-Hill Companies, Inc. All rights reserved. Previous editions © 2008
and 2005-320p.

[11] N.R.Draper, H.Smith. Applied Regression Analysis,Second Edition. Published by John Wiley&Sons
NewYork, Chichester, Toronto,Singapo.1981-29-31p.

Hapkenbaes /1. K.

YJ/ikeH KoJieMAi JepeKTepAi TaJaayIarsl ;koHe oHIeyAeri perpeccHsiyIbIK MOAeJbAIH CAaHABIK Iemimi

Tyitinaeme. by makamana yiokeH KeJeMIi IepeKTep i OHACYAeTi PerpecCHsUIBIK MOICTBIIH CaHABIK IIemIiMi Ka-
pacteipeuabl. JKep mapbIHIa agaM CaHBIHBIH KeOetoiHe OailyIaHbICTHI, TyHHE KY3UIK aKmapar KeJeMi eKi )KbUT CalbIH
€Ki eceJIeH apThIK ecill OThIp. JlepeKTepi HAeyMEeH CaKTayFa KaThICTBI KMBIHABIKTAapaa a3 eMec. Kasipri TaHmarbl ©3eKTi
Macenenep iy Oipi mIepekTepi eHaey, KeIell Tanaay Kyprily, AepeKTepaiH KayilCi3OiriH KaMTaMachl3 €Ty, COHBIMEH
KaTap JIepeKTep/IiH KYpbUIBIMBIH aHBIKTAYy, 6Cy YJEpICiHEe MOHUTOPHUHI jKacay ©HJEY >KbUIIAMIBIFBIH apTThIPY OOJIbII
Typ. Makanasa aknapar KeJeMiHiH apTyblHa TiKeJIeH ocep €TeTiH ChIPTKBI (PaKTOpIIapFa Tauaay *Kacajblll, YIKSH KOJeM/ I
JIEPEKTEP/Ii OHACYACTT PErpecCHsUIBIK MOICIbIIH CaHIBIK mienrimMi Tadbuiasl. KolbuiFan ecentiy perpeccus koddhdu-
LHEHTIH, 00C MYLIECIH oHe JAeTepMuHanus KodpUIMeHTIH Killi KBaapaTTap 9ICiH KOJIAAHBII TAaNThIM. AJIBIHFaH Jie-
peKTepiH OainaHbICy OarbIThl aHBIKTANBIIN COUKeCiHIIe (GYHKIMS cynoackl anbiHabl. Kimi kBagparTap afici perpeccus-
JIBIK TAJJAy[bIH €H THIMII 9pi HOTYIKEI 9/ici eKeHiHe ko3 xeTKizaiM. ColikeciHine Oy 9icTep ChI3BIKTHIK KaThIHAC-
Tap.Ibl TECTIIEY JKOHE Oaranay YIIiH CEeHIMAI CTaTUCTHKAJBIK Kypas OO TaObLIaab.

Tyiiinai ce3gep: Moaens, perpeccusuiblK Tannay, IepeKTep, aKnapar

JHapkenb6aes /1. K.

YucieHHoe pellieHHe PerpecCHOHHOI Mo/IeJI ISl aHAIu3a U 00pPa0oTKH 001bIIUX JAHHBIX

Pe3tome: PaccMOTpeHBI YHCIICHHBIC METOBI PEIICHUS PETPECCHOHHON MOICITH 1J1s1 00pabOTKH OONBIINX 00HEMOB
JTaHHBIX. [13-3a yBeNWYEeHUS YUCICHHOCTH HACEJICHHUS Ha 36MHOM IIape, MUPOBOI 00beM TaHHBIX yBeIHUUBaeTcs Oonee
4YeM B J[Ba pa3a KaXable [Ba roja. Bo3HukIN O60nbInne TpyAHOCTH OO0pabOTKHU AaHHBIX U UX XpaHeHHd. OqHOI U3 Hau-
OoJiee BaXKHBIX IPOOJIEM sIBIIsieTCs1 00paboTKa OOJIBIINX 0OBEMOB JJAHHBIX, 0€30MaCHOCTh JIAHHBIX U OBICTPBIH aHaNN3, a
TaKXe COOTBETCTBEHHO OMNpEIETICHUE UX CTPYKTYPHl, MOHUTOPHHT TEMIIOB POCTA M yBEJIHUEHHE CKOPOCTH 006paboTku. B
cTaTbe MPUBEJICH PErPECCHOHHBIN aHAJN3 BHEIIHUX (PAKTOPOB, BIUSIIOMINX HAa POCT 00BbEMa JaHHBIX, YUCICHHOE pelle-
HHUE PETPECCHOHHOI MOIeNN P 00paboTKe OOIBITNX 00beMOB JaHHBIX. HaiineH koadduumeHt perpeccuu, CBOOOTHBIH
WieH ¥ K03 PUIUECHT JeTepMUHALIMN TaHHOW 3a/1auH, UCIIOJb3Ysl METO HAMMEHBINNX KBapaToB. ONpeesieHo Hapas-
JICHWE TIOJyYEeHHBIX JaHHBIX U 1ocTpoeH rpaduk ¢pynkimm. CnenoBarebHO, HAMMEHBIITNX KBaAPATOB SIBISETCS CaMbIM
ONTHMANIBHBIM U 3()(EKTHBHBIM METOZOM JUIsl aHAJIN3a U MIOCTPOCHUSI perpecCHOHHON Monesi. COOTBETCTBEHHO, 3TH
METO/IBI SIBIISIOTCS HAZEKHBIM CTATHCTHIECKUM HWHCTPYMEHTOM JUISl TECTUPOBAHUS M OLIEHKH JIMHEHHBIX OTHOLIEHHH.

KaioueBnie cioBa: Mojenb, perpecCHOHHBIN aHANN3, JaHHbIE, HHpopManus, o0paboTka, QyHKIHS, TepeMeH-
HbIE, XapaKTEPUCTUKU CBS3EH.

YK 004.9
0.Z. Sembiev, Zh.S. Kemelbekova, A.H. Mahatova
(M. Auezov South Kazakhstan State University,
Shymkent, The Republic of Kazakhstan.
E-mail: ordabai@mail.ru)

LOAD BALANCING IN THE CIRCUIT SWITCHING MODE ON THE NODES OF AN
ASYNCHRONOUS NETWORK

Abstract. The problem of the quality of servicing the computer network is very important, since the Internet
technology is going on in the country. Very different Internet technologies are developing in Kazakhstan. One of them is
a broadband network with the integration of services based on asynchronous data transfer technology. Therefore, we
investigated load distributions in the circuit switching mode for each node, in the absence of free nodes, the adjacent load
distribution along the bypass paths.

Key words: asynchronous transfer mode, channel switching, integrated group paths, traffic, virtual connections.
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