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Abstract  

High-quality signal processing of an electrocardiogram (ECG) is an urgent problem in present day 

diagnostics for revealing dangerous signs of cardiovascular diseases and arrhythmias in patients. The used 

methods and programs of signal analysis and classification work with the arrays of points for mathematical 

modeling that must be extracted from an image or recording of an electrocardiogram. The aim of this work is 

developing a method of extracting images of ECG signals into a one-dimensional array. An algorithm is 

proposed based on sequential color processing operations and improving the image quality, masking and 

building a one-dimensional array of points using Python tools and libraries with open access. The results of 

testing samples from the ECG database and comparing images before and after processing show that the 

signal extraction accuracy is approximately 95 %. In addition, the presented application design is simple and 

easy to use. The proposed program for analyzing and processing the ECG data has a great potential in the 

future for the development of more complex software applications for automatic analyzing the data and 

determining arrhythmias or other pathologies. 

  

Keywords: ECG signal, MIT/BIH, Python, image processing, one-dimensional array, OpenCV, Matplotlib, 

NumPy. 

  
1. INTRODUCTION  

 

The electrocardiogram (ECG) signal shows a lot 

of information of the condition of the patient's 

cardiovascular system. One of the important tests in 

the ECG is detecting cardiac arrhythmias. 

Monitoring and timely detecting dangerous 

arrhythmias in a patient will help preventing the 

threat of stroke or sudden death from heart failure 

[1]. In a lot of works [2,3], studies have been 

carried out aimed at identifying life-threatening 

arrhythmias. This process is a long and tedious 

procedure for both the patient and the cardiologist. 

Automation of the ECG analysis process and 

computer diagnostics are the key and necessary 

technologies in present day clinical cardiology [4]. 

The development of automated diagnostic tools can 

be crucial for the correct diagnosis of 

cardiovascular disease. 

To this end, a lot of studies have been carried 

out in which various methods of processing and 

extracting signs of arrhythmias from the ECG 

signals have been used. Such methods include time 

domain analysis [5], statistical method [6], hybrid 

function method [7], frequency and time-frequency 

analysis [8-10]. However, due to significant 

differences in the time and morphological 

characteristics of the ECG signal among different 

patients, there is still an unresolved problem of 

accurate detecting foci of violation, which prevents 

the development of a general classification of 

signals and requires an individual approach. Since 

the ECG signal is a whole time-frequency set 

consisting of sets of harmonic components of 

heartbeats, network interferences, noise, muscle 

tremor, etc. For example, the ventricular QRS 

complex, which is a combination of the Q, R and S 

waves recorded during ventricular pacing, is the 

largest and most important complex that is visible 
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on the ECG. The Q and S waves are downward 

waves that represent depolarization of the 

interventricular septum from left-to-right and 

depolarization of the left ventricle of the heart, 

respectively. The R wave is an upward wave that 

represents the excitation of the ventricles of the 

heart. Therefore, recognition of the necessary 

signals after applying various filters is also very 

complex, especially with a weak signal intensity. 

Therefore, the development of high-precision 

methods for analyzing electrocardiogram data is 

relevant to this day. 

Over the past decade the scientific literature has 

presented a lot of works [5,11-13] dealing with the 

development of new methods of the automatic ECG 

analysis. For example, using the discrete wavelet 

transform tool, you can increase the accuracy and 

sensitivity of signal recognition [14,15]. This 

approach that is programmed in the MATLAB 

environment for the MIT/BIH arrhythmia database, 

involves removal of artifacts and detection of a 

complex of QRS and arrhythmias. Another works 

[16,17] proposed Hermite transformations as a tool 

for analyzing the ECG signals.  

From the above methods, it follows that for 

more accurate determining the arrhythmia signals 

for data processing, it is necessary to have high-

quality ECG signals that can be obtained directly 

when measured on a patient. However, 

unfortunately, highly accurate and sensitive 

equipment is not always available or is not 

available locally due to the high cost and needed 

maintenance [18]. 

Besides, not all programs can recognize jpg and 

tiff file formats because the information processing 

is performed with an array of points with which you 

can work in a computing environment in special 

software applications. This paper attempts to 

redress the imbalances in previous studies through 

the development of a program for obtaining a clean 

ECG signal with a high resolution quality in the 

form of a one-dimensional array with a scanned 

electrocardiogram or electronic file recording. In 

this article we propose a new method of image 

processing using batch applications in the Python 

programming language. The novelty of our 

approach is that it is based on an easy-to-use and 

effective software package, which is designed to 

quickly convert ECG data into a format that is 

suitable for decoding and analysis. This approach 

enables an accurate diagnosis. From scientific and 

applied points of view, the results may be useful in 

designing medical and other computer programs 

and mobile applications. 

 

2. MATERIALS AND METHODS  

 

2.1. Tools and software packages 

To achieve the intended result, one needs to 

select the right tool, packages and the programming 

language. The Python was selected as the 

programming language. It is one of the powerful 

tools for creating programs and projects. This 

language is simple, accessible and adapted to up-to-

date operating systems and applications. The 

Python has object-oriented, structural, high-level, 

functional skills. In this study, we are using Python 

version 4.2.0 that provides a sufficient amount of 

programming tools, including many built-in 

functions. In addition, there are many open source 

external libraries for the Python that are available in 

the Internet. In our study, the libraries OpenCV, 

Matplotlib, NumPy [19,20] will be used for the 

effective image processing in the script. 

х_array is an open source Python package that 

provides tools and data structures for N-

dimensional labeled arrays [21]. This tool allows 

combining the application programming interface 

with a common data model, includes indexing and 

label-based arithmetic, it is compatible with 

NumPy, Matplotlib. 

  
2.2. Initial data 

The ECG signal images (Fig. 1) in the form of 

files of two formats *.dat and *.hea were taken 

from the public database MIT/BIH 

(https://physionet.org/ and https://ecgpedia.org/). 

 
Fig. 1. An image with the ECG signal scan  

 

For further work, one strip of the 

electrocardiogram was cut out of each image (Fig. 

2). To work in the application, files containing 

high-resolution images were selected. As a result, 

out of 500 files, 100 images and 100 records (100 

*.dat files and 100 *.hea files) were selected that 

met the needed requirements. The PyQt5 library 

was used to build the interface, because the 

interface of this application is very simple and 

understandable for an average user. 

Fig. 2. One-strip image of the ECG signal 

https://physionet.org/
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2.3. Building the Algorithm of Image Processing 

in the Python 

Depending on the downloaded data type, the 

program selects the appropriate data processing 
algorithm (see Fig.3).  

 
Fig. 3. Block diagram of the proposed algorithm of image 

processing. 

 

Let's consider them separately. First, let’s 

consider the algorithm of processing the 

downloaded image. For the beginning let’s import 

the libraries: 

 

import numpy as np 

import cv2 

import os 

import matplotlib.pyplot as plt 

 

Read off the image file through the path to the 

file (FILE) that was obtained from the loader 

program: 

 

bgr_img_array = cv2.imread(FILE) 

 

Now the bgr_img_array variable stores a matrix 

of image points. Each point now contains the 

information of its color in the BGR color format. 

After converting the pattern into the matrix, we can 

observe single points that will subsequently appear 

in the form of noise. To eliminate single points that 

appear due to noise, you can apply image 

compression to filter noise. It is worth noting that 

the quality of the downloaded image should be 

above 100 pixels, which is prescribed in the 

following way: 

 

height = 100 

width = 

bgr_img_array.shape[1]/bgr_img_array.shape[0]*h

eight 

resized_bgr_img_array = 

cv2.resize(bgr_img_array, (int(width), height)) 

 

Having completed the above operations, we will 

compress the image to eliminate single noise. Now 

the compressed matrix, to which the noise filter has 

been applied, belongs to the variable 

resized_bgr_img_array. Since the color of each 

point is stored in the BGR format, it is necessary to 

change the color data to the RGB format, which is 

written as follows: 

 

b,g,r = cv2.split(resized_bgr_img_array) 

rgb_img = cv2.merge([r,g,b]) 

Now the point color data is stored in the RGB 

format. 

Next, unnecessary colors should be excluded 

from the matrix of the presented electrocardiogram 

(Fig. 2). Since the color data is now stored in the 

[R, G, B] format, we can get rid of colors that are 

different from black through masking from the 

OpenCV library. To do this, we define the color 

boundaries of the desired points with the lower 

(smallest value) and upper (largest value) variables. 

For convenience, in further code writing, the matrix 

in which the image data is stored is called the 

image. Now let’s create a mask through which we 

eliminate unnecessary colors in the image and call 

it the mask. We set the output variable to the matrix 

that has already been masked, and fill the empty 

points with white. The code for this program has 

the form: 

 

lower = np.array([0,0,0], dtype = "uint8") 

upper = np.array([150,150,150], dtype = 

"uint8") 

image = resized_bgr_img_array 

mask = cv2.inRange(image, lower, upper) 

output = cv2.bitwise_and (image, image, mask 

= mask) 

output[mask==0] = (255,255,255) 

 

Now for the final selection of the black color 

and its shades, we convert the image to black and 

white from the RGB format. To do this, use the 

following function:  

 

out_gray = cv2.cvtColor(output, 

cv2.COLOR_BGR2GRAY) 

 

The value of the out_gray variable is the matrix 

with the remaining points, for which the color value 

is from 0 to 150, i.e. from black to gray. In the 

matrix there are still white dots. To compose a one-

dimensional matrix, you need to check the values 

from top to bottom on each vertical line. This is as 

follows. If the image width is X and the height is Y, 

then we must take the line X and check the black 

points at the height Y. To do this, replace the X 

values with Y in the out_gray variable, because 

horizontal lines in it represent Y, and X is 

considered to be the height: 

 

out_gray_reverse = np.swapaxes(out_gray, 0, 1) 

 

Then we can compile the matrix. We pass along 

each line X and Y, comparing each point with black 

color. We write the result to the previously 

initialized variable: 

 

ecg_points_all_blacks = [] 

 

for i in range (0, len(out_gray_reverse)): 

    vertical_line_founds = [] 

    for j in range (0, len(out_gray_reverse[i])): 

        if(int(out_gray_reverse[i][j]) < 150): 
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            vertical_line_founds.append(j) 

    

ecg_points_all_blacks.append(vertical_line_founds

) 

 

The value of ecg_points_all_blacks is a two-

dimensional matrix in which the first level is the 

line where the black points were. This line contains 

the coordinates of the Y axis for each black point, 

which have the following form: 

 

[12, 26], [12, 34], [18, 23, 32, 40], 41, 46, 46, 

46, 46, 46, 46, 46, 

 

where on the first line here are two black points 

with the coordinates 12 and 26; on the second line 

there are two black points with the coordinates 12 

and 34. There are a number of black points like in 

[15-17]. Equating the value in a one-dimensional 

array with the arithmetic mean will lead in the 

future to the problem of calculating extrema: The 

R, Q, and S peaks. Therefore, the best solution is to 

maintain the common midpoint by summing the 

coordinates along the Y axis of all black points in 

the given line, which is then divided by their 

number. 

Applying the check to each point for belonging 

to the lower or upper side of the midline, depending 

on the result, we save the maximum or minimum 

points in the rows, respectively, as in [15-17]. Thus, 

we remove a lot of points that stand behind each 

other. We also keep extrema showing only maxima 

(preservation of minima is performed by an 

identical code): 

 

ecg_points_blacks_maximums = [] 

for i in range (0, len(ecg_points_all_blacks)): 

    if(len(ecg_points_all_blacks[i]) == 0): 

        continue 

    last_point = 0 

    max_points = [] 

    for j in range (0, 

len(ecg_points_all_blacks[i])): 

        if (j == 0): 

            last_point = ecg_points_all_blacks[i][j] 

            max_points.append(last_point) 

        elif(j != 0 and last_point != 

(ecg_points_all_blacks[i][j] - 1)): 

            last_point = ecg_points_all_blacks[i][j] 

            max_points.append(last_point) 

        else: 

            last_point = ecg_points_all_blacks[i][j] 

            continue 

    if(len(max_points) == 1): 

        max_points = max_points[0] 

    

ecg_points_blacks_maximums.append(max_points) 

 

Concatenate the matrixes with the points 

removing identical points and derive the result as 

follows: 

print(ecg_points_blacks_result) 

print ("Signal length: " + 

len(ecg_points_blacks_result) + "points") 

 
In the console window we will see the result, 

which is given as an example: 

 
[45, 45, 45, 45, 45, 45, 44, 43, 43, 43, 43, 43, 

43, 43, 31, 14, 12, ……..., 

 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 

38, 43] 

 

The signal length is 748 points. 

 

2.4. The extracting the data from the files 

with.dat and .hea extensions 

In this context it is much simpler, because in up-

to-date devices electronic recordings are performed 

with great frequency, and the signals are 

immediately recorded in the form of a one-

dimensional array. The problem is how to read this 

data correctly. These files store the following 

information: the sampling frequency, the signal 

length, the recording date, the recording time, the 

time zone in which the recording was made, the 

unit of measurement, the signal name, comments 

and many other values. To read electronic signals 

and derive points from them, the wfdb library will 

help us, which is designed to work with file data 

from the MIT database and work with *.dat and 

*.hea files. Having selected the files in the program 

and clicking the Download button, we identify the 

new name for the two files. The files names must 

be the same. 

 

record = wfdb.rdsamp(PATH) 

points = record [0] 

 

where PATH is the path to the files and 

previously identified file names, points is the one-

dimensional array with all the points. 

 

4. RESULTS AND DISCUSSION 

 

The interface of the developed application for 

signal conversion is shown in Fig. 4. As you can 

see, in the application window it is proposed to 

select the type of data that is presented as an image 

or record. Depending on the type selected, the 

program will request the needed files for reading. 

You can see in the Figure that, when selecting an 

entry from MIT/BIH, the program offers to select 

two corresponding files that are stored in different 

formats. Otherwise, you need to select only one 

scan or photo file. The interface of the developed 

application looks quite simple and understandable 

for any user and does not require additional 

instructions and introduction of other operations for 

downloading the file. 
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Fig. 4. Application interface for reading the ECG signals 

from images and electronic records 

 

After selecting a file in the bootloader window, 

a window opens on the screen with a graph of the 

image in the form of a one-dimensional array (Fig. 

5) that can be used for the application that analyzes 

the provided full ECG signal. 

 
Fig. 5. Graph of the one-dimensional array built using the 

Matplotlib library 

 

You can see that the proposed algorithm for 

processing scans and other images of 

electrocardiograms shows good results. The 

masking approach used, with the exception of 

unnecessary colors, turned out to be very effective. 

It can be seen in Fig. 6 that in the comparison of the 

results before and after processing the scan, the 

developed program quite accurately identifies the 

position of the points corresponding to the ECG 

signal. In addition, the scale and the slightest 

deviations are preserved, which can conceal very 

important information during decryption. 

 
Fig. 6. ECG signal before (a) and after (b) processing by 

developed application 
 

Similar results were shown after processing 

MIT/BIH records. The comparative analysis of 100 

image samples before and after processing (as 

shown on Fig. 6) shows a complete match of ECG 

signals. Such a high indicator is also associated 

with the preliminary image preparation and the 

correct sequence of recognition of the point 

position that were proposed in the development of 

signal recognition algorithms. Thus, this approach 

increases the sensitivity and accuracy of the ECG 

image processing technique, and the project 

developed in the Python is a quick and easy to use 

application, which is highly needed when analyzing 

the signal and its classification. For example, such 

signs are used to classify the ECG signals as the 

beginning and wave displacement, QRS, and the 

period that are detected by analyzing in the time 

domain of the signal [1]. 

A lot of other approaches were used to extract a 

one-dimensional array from an image. In [22], a 

method of recognizing the waveform in the time 

domain based on a one-dimensional convolution 

neural network is proposed. In this approach, 

building a neural network for direct recognition of 

patterns in the form of a wave is proposed. A 

slightly different approach was applied in [23] for 

processing images of the Raman fiber optic sensors. 

The essence of the technique proposed by the 

authors was to combine one-dimensional Raman 

signals into a two-dimensional array in order to 

suppress noise and improve the signal itself during 

processing. The presented results of the work, as in 

this article, demonstrate the high efficiency of the 

image processing techniques used to improve the 

signal quality. However, the proposed methods take 

into account only the specifics of the signal for 

which they were developed, and are not universal in 

contrast to our approach. The algorithm developed 

in this work can be improved and adapted to extract 

not only the ECG signals but also for other 

measurements that use a similar technique for 

recording data. 

A similar approach was used in [24], where the 

authors developed an algorithm for restoring 

images in an array using a one-dimensional 

integrated image processing system. Based on the 

theory of geometric optics and the theory of 

studying the depth of images, an algorithm was 

developed to fill in the missing points using a 

simulated image depth map by comparing and 

evaluating the image quality. Khamdamov et al. 

[25] introduced a more advanced technology for 

processing raster images. The novelty of their 

approach was the use of the Daubechies wavelet 

function to filter, compress, and smooth two-

dimensional signals. The computational process 

algorithm is presented in the OpenMP environment 

in the C/C++, which is more complex and not 

comparable for all the applications compared to the 

Python and its available library and open source 

toolkit. 
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5. CONCLUSIONS 

 

According to the presented methodology and 

results, we can conclude that in the present work a 

new technique of processing images and recordings 

the ECG signals in the form of a one-dimensional 

array is developed. Using sequential operations of 

selecting the color processing format, improving 

the image quality, masking and building a one-

dimensional array of points allows recognizing the 

ECG signal with high accuracy. The comparative 

image analysis before and after processing 

demonstrates a good conformity of ECG signals, 

which indicates the high sensitivity of the proposed 

method. In addition, using open source Python 

packages and libraries allows developing a simple 

and affordable application design for quick 

processing. The research goal was achieved by 

developing a Phyton application for the conversion 

of photo or scan images into a one-dimensional 

array of points, which can be further processed with 

a decoding program. This technique and the 

proposed program for analyzing and processing the 

ECG data have a great potential in the future for the 

development of more complex applications for the 

automatic data analysis and faster determining 

arrhythmias and other pathologies in patients. 
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